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120b-6, where it is checked whether the selected bid was 
submitted at a time no later than the ending time of the current 
round. If it was, the process continues to step 120b-7, where 
the selected quantity vector is entered as a valid 
quantity vector on group G for bidder i at timet. Optionally, 5 

bidder i is sent a message confirming to him that the selected 
quantity vector is valid. The process then goes to step 120b-8, 
where it is determined whether all quantity vectors for bidder 
i have been considered. If not, the process loops back to step 
120b-2. If all quantity vectors for bidder i have been consid- 10 

ered, the process continues to step 120b-9, where it is deter­
mined whether all bidders have been considered. If not, the 
process loops back to step 120b-1. If all bidders have been 
considered, the process goes to step 122 of FIG. 5. 

If the selected quantity vector fails any of the 15 

checks at steps 120b-3, 120b-4, 120b-5 or 120b-6, the process 
instead goes to step 120b-IO, where a message is outputted 
that the selected bid is invalid. The selected quantity vector 
then is not entered as part of a valid bid. The process then goes 
to step 120b-8, where it is determined whether all quantity 20 

vectors by bidder i have been considered. If not, the process 
loops back to step 120b-2. If all quantity vectors by bidder i 
have been considered, the process continues to step 120b-9, 
where it is determined whether all bidders have been consid­
ered. If not, the process loops back to step 120b-1. If all 25 

bidders have been considered, the process goes to step 122 of 
FIG. 5. 

It is important to note that, in many preferred embodiments 

22 
below, which illustrates an exemplary process by which a 
computer determines whether the clock auction phase should 
continue, in a system where bidders are permitted to submit 
Intra-Ronnd Bids.) 

The process of FIG. 7a treats a clock auction phase in 
which each bidder i is permitted to submit only a single 
quantity vector associated with a current price vector P'= 
(P 1 ', ... , P m The quantity vector Q'·'=(Q1 '·', ... , Qm'·') 
identifies a package of items that bidder i is offering to trans­
act at price vector P'. FIG. 7a begins with step 122a-1, in 
which a type k of items not yet considered is selected. In step 
122a-2, a computer determines whether the sum of the quan­
tities bid for items of type k (summed over all bidders 
i=l, ... , n) is less than or equal to the available quantity of 
items of type k, that is, whether: 

n 

"\' Q'·' < -Q-L..J k - k" 
i=l 

If this inequality is not satisfied, then type k of items has not 
yet cleared, and so the dynamic auction phase should con­
tinue. The process thus jumps immediately to step 124 of FIG. 
5. 

If the inequality of step 122a-2 is satisfied, the process then 
goes to step 122a-3, where it is determined whether all types 
k of items (k=l, ... , m) have been considered. If not, the of the clock auction phase, bidders are allowed full flexibility 

in making bids which, if accepted, would cause aggregate 
demand to be less than supply. After each new price vector is 
announced, bidders can arbitrarily reduce their previous 
quantities bid. (However, note that the previous bids will be 
carried forward to the proxy auction phase in many preferred 
embodiments, so the bids retain meaning.) For example, it 
might be the case that supply equals demand for a particular 
item, but a bidder may wish to reduce his demand on that item, 

30 process loops back to step 122a-1. However, if all types k of 
items have already been considered, then it has been found 
that all types k of items have cleared, and so the dynamic 
auction phase should not continue. The process proceeds to 
step 128 of FIG. 5, where a computer initiates the sealed bid 

as the price of a complementary item has increased. Or it 
might be the case that, when demand was greater than supply 
for a particular item, two bidders simultaneously attempted to 
reduce their demands, sufficiently to now make demand less 
than supply. It is tempting to refuse to allow the reduction in 
the first case, or to ration the bidders in the second case, since 
otherwise the clock auction phase may yield a significant 
underselling of the items in the auction. However, to refuse 
the reduction or to ration the bidders may yield an exposure 
problem for bidders who have complements preferences. 
Consequently, in many preferred embodiments of the clock 
auction phase, the full flexibility to reduce arbitrarily reduce 
bids is allowed. In any event, observe that the clock auction 
phase does not conclude the auction, and the underselling can 
be remedied during the later phase (e.g. package auction 
phase, including sealed bid auction phase or proxy auction 
phase) of the auction. 

Embodiments of the Invention Concerned with 
Whether the Dynamic Auction Phase Should 

Continue 

FIG. 7a is a flow diagram of a subprocess of step 122 of 
FIG. 5. It illustrates a first exemplary process by which a 
computer may determine whether the dynamic auction phase 
of a hybrid auction should continue. (In particular, FIG. 7a 
will illustrate an exemplary process by which a computer may 
determine whether the clock auction phase of a two-phase 
auction comprising a clock auction phase and a sealed bid 
phase should continue. Related to this will also be FIG. 9b, 

35 phase of the hybrid auction. 
FIG. 7b is a flow diagram of a subprocess of step 122 of 

FIG. 5. It illustrates a second exemplary process by which a 
computer may determine whether the dynamic auction phase 
of a hybrid auction should continue. (In particular, FIG. 7b 

40 will illustrate an exemplary process by which a computer may 
determine whether the clock auction phase of a two-phase 
auction comprising a clock auction phase and a sealed bid 
phase should continue.) 

In the process of FIG. 7b, market clearing is defined for a 
45 group Goftypes of items (that is, Gc {1, ... , m} ), rather than 

for every individual type of item. FIG. 7b begins with step 
122b-1, in which a group G of types of items not yet consid­
ered is selected. In step 122b-2, a computer determines 
whether the excess demand for group G of types of items is 

50 within CG of the available quantity, that is, whether: 

55 
l{f- :;;CG 

i=l kEG 

The nonnegative constant, CG, has the interpretation that this 
is the tolerance to which the auctioneer is allowing oversell or 

60 undersell to occur. If the auctioneer needs to sell exactly the 
available quantity of the group G of item types, then CG=O. If 
this inequality is not satisfied, then group G of item types has 
not yet cleared, and so the dynamic auction phase should 
continue. The process thus jumps immediately to step 124 of 

65 FIG. 5. 
If the inequality of step 122b-2 is satisfied, the process then 

goes to step 122b-3, where it is determined whether all groups 
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G of types of items have been considered. If not, the process 
loops back to step 122b-1. However, if all groups G of types 
of items have already been considered, then it has been found 
that all groups G of types of items have cleared within a 
tolerance ofCG, and so the dynamic auction phase should not 
continue. The process proceeds to step 12S of FIG. 5, where 
a computer initiates the sealed bid phase of the hybrid auc­
tion. 

FIG. 7c is a flow diagram of a subprocess of step 122 of 
FIG. 5. It illustrates a third exemplary process by which a 
computer may determine whether the dynamic auction phase 
of a hybrid auction should continue. (In particular, FIG. 7c 
will illustrate an exemplary process by which a computer may 
determine whether the clock auction phase of a two-phase 
auction comprising a clock auction phase and a sealed bid 
phase should continue.) 

24 
Embodiments of the Invention Concerned with 
Updating Prices in the Dynamic Auction Phase 

FIG. Sa is a flow diagram of a subprocess of step 124 of 
FIG. 5. It illustrates a first exemplary process by which a 
computer may update prices in the dynamic auction phase. (In 
particular, FIG. Sa will illustrate an exemplary process by 
which a computer may establish an updated price vector in the 
clock auction phase of a two-phase auction comprising a 

10 clock auction phase and a sealed bid phase.) 
The process of FIG. Sa treats a clock auction phase in 

which each bidder i is permitted to submit only a single 
quantity vector associated with a current price vector P'= 
(P 1 ', ... , P m '). The quantity vector Q'·'=(Q1 '·', ... , Qm'·') 

15 identifies a package of items that bidder i is offering to trans­
act at price vector P'. FIG. Sa begins with step 124a-1, in 
which a computer calculates the excess demand, Z/, for all 
types k of items (k= 1, ... , m) at time t in the clock auction 
phase, and recalls prior excess demands, Z/-I, Z/-2

, 

20 Z/-3
, ... as needed. The excess demand, Z/, for the type k of 

item at time t is defined by: 

n 

The process of FIG. 7c treats a clock auction phase in 
which each bidder i is permitted to submit multiple quantity 
vectors associated with a current price vector P'=(P /, ... , 
P m '). The quantity vector Q'·'=(Qr'·', ... , Qm'·') identifies a 
package of items that bidder i is offering to transact at price 
vector P'. If, in addition, bidder i submitted a second quantity 

25 
vector R'·'=(Rr'·', ... , Rm'·') at time t, then R'·' identifies a 

z; = -Q, + ~ Qi'. 
i=l 

second package of items that bidder i is offering to transact at 
price vector P'. In many preferred embodiments of the auction 
process, bidder i may win package Q'·' or package R'·'-but 
not both packages. Described differently, the bids for pack- 30 
ages Q'·' and R'·' are treated as mutually exclusive. The "mutu­
ally exclusive" interpretation of bids does not prevent bidder 

That is, the vector of excess demands is the amount by which 
the sum of the quantity vectors (summed over all bidders 
i=1, ... , n) exceeds the vector Q of available quantities. The 
process then goes to step 124a-2, in which a computer calcu­
lates price increments, 11/, for all types k of items (k= 1, ... , 
m) at timet in the clock auction phase. In general, the price 

i from indicating his willingness to transact both quantity 
vectors; all that bidder i would need to do is also submit a 
quantity vector of Q'·' + R'·'. 35 increments may be any arbitrary function of the state of the 

auction information. However, in many embodiments of the 
inventive system, the price increments are calculated from the 
excess demands. In one preferred embodiment, the price 
increment for each type of item is calculated by taking a 

FIG. 7c begins with step 122c-1, in which, for each bidder 
i (i= 1, ... , n), a computer recalls the entire set S'·' of quantity 
vectors received from bidder i at the current price vector P'. 
That is, S'·'={ Q'·': quantity vector Q'·' was received from 

40 
bidder i at time t}. In step 122c-2, a computer determines 

weighted sum of current and past excess demands for this 
item type and other nearby item types. For example: 

whether there exists a selection of quantity vectors from S'·', 
one for each bidder, which can be satisfied with the available 
quantity. More precisely: 

Does there exist { Q'·'} ;~ 1 •...• n such that 

n 

~Q,:;;Q,, 
i=l 

for all k=1, ... , m, and Q'·'ES'·', for all i =1, ... , n? 

If there does not exist any selection of quantity vectors from 
S'·', one for each bidder, which can be satisfied with the 
available quantity, then the market cannot be cleared at the 
current price vector P'=(P 1 ', ... , P m '), and so the dynamic 
auction phase should continue. The process thus proceeds to 
step 124 of FIG. 5. 

However, if there does exist a selection of quantity vectors 
from S'·', one for each bidder, which can be satisfied with the 
available quantity, then it has been found that the market can 
be cleared at the current price vector P'=(P /, ... , P m'), and so 
the dynamic auction phase should not continue. The process 
thus proceeds to step 12S of FIG. 5, where a computer ini­
tiates the sealed bid phase of the hybrid auction. 

45 

1'1k'~CooZk'+CIO (Zk+/+Zk-1~+C2o (Zk+/+Zk-2~+ 
Col zkt-l+C u (Zk+l t-l+Zk_/-1 )+ 
C21 (Zk+/-l+Zk_/-1 

where Coo• clO, c20• COlO ell and c21 are positive constants. 
One exemplary application of this price increment formula is 
for airport slots. The types k of items may refer to landing 
slots in consecutive 15-minute intervals. Thus, landing slots 

50 of types k-1 and k+1 are likely to be reasonable substitutes 
for landing slots of type k, and consequently the price incre­
ment for landing slots of type k might depend, in part, on the 
excess demand for landing slots of types k-1 and k+l. At the 
same time, the excess demands at preceding times in the clock 

55 auction phase are also relevant information for establishing 
updated prices, so the price increment for landing slots at time 
t might depend, in part, on the excess demand for landing slots 
at time t-1. 

The process then goes to step 124a-3, where the updated 
60 price vector is established by setting P /+ 1=P / +11/, for all 

types k of items (k=1, ... , m). The process then proceeds to 
step 126 of FIG. 5, where a computer updates other auction 
information, if any. 

FIG. Sb is a flow diagram of a subprocess of step 124 of 
65 FIG. 5. It illustrates a second exemplary process by which a 

computer may update prices in the dynamic auction phase. (In 
particular, FIG. Sb will illustrate an exemplary process by 
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which a computer may establish an updated price vector in the 
clock auction phase of a two-phase auction comprising a 
clock auction phase and a sealed bid phase.) 

The process of FIG. Sb treats a clock auction phase in 
which each bidder i is permitted to submit multiple quantity 
vectors associated with a current price vector P'=(P /, ... , 
P m '). The quantity vector Q'·'=(Qr'·', ... , Qm'·') identifies a 
package of items that bidder i is offering to transact at price 
vector P'. If, in addition, bidder i submitted a second quantity 
vector R'·'=(Rr'·', ... , Rm'·') at time t, then R'·' identifies a 10 

second package of items that bidder i is offering to transact at 
price vector P'. In many preferred embodiments of the auction 
process, bidder i may win package Q'·' or package R'·'-but 
not both packages. Described differently, the bids for pack­
ages Q'·' and R'·' are treated as mutually exclusive. The "mutu- 15 

ally exclusive" interpretation of bids does not prevent bidder 
i from indicating his willingness to transact both quantity 
vectors; all that bidder i would need to do is also submit a 
quantity vector ofQ'· '+R'·'. 

FIG. Sb begins with step 124b-l, in which, for each bidder 20 

i (i= 1, ... , n), a computer recalls the entire set S'·' of quantity 
vectors received from bidder i at the current price vector P'. 
That is, S'·'={ Q'·': quantity vector Q'·' was received from 
bidder i at timet}. In step 124b-2, a computer determines a 
selection of quantity vectors for each bidder. In one preferred 25 

embodiment, a computer determines a selection of quantity 
vectors Q'·' from S'·', one for each bidder, which minimizes 
the extent to which the sum of the quantity vectors (summed 
over all bidders i = 1, ... , n) exceeds the vector of available 
quantities. More precisely, a computer determines a solution 30 

to the following optimization problem: 
Determine { Q'·'} ,~ 1 •...• n that minimizes 

26 
where C00 , C10, C20 and C30 are positive constants. As before, 
one exemplary application of this price increment formula is 
for airport slots. 

The process then goes to step 124b-5, where the updated 
price vector is established by setting P/+1=P/+11/, for all 
types k of items (k=1, ... , m). The process then proceeds to 
step 126 of FIG. 5, where a computer updates other auction 
information, if any. 

Embodiments of the Invention Concerned with 
Intra-Round Bids 

In many of the leading dynamic electronic auctions in the 
prior art, bidders submit bids in a sequence of discrete rounds. 
For example, in the Federal Communications Commission 
auctions for radio communications spectrum or in the UMTS 
(3G) spectrum auctions held by European nations, the follow­
ing would be a typical bidding schedule for an auction: 

Round 1: 9:00-9:45 
Round 2: 10:00-10:45 
Round 3: 11:00-11:45 
Round 4: 12:00-12:45 
Round 5: 13:00-13:45 
Round 6: 14:00-14:45 
Round 7: 15:00-15:45 
Round 8: 16:00-16:45 

This bidding schedule would have the following interpreta­
tion. During the specified time period of each round, a bidder 
would be required to submit a new bid or new collection of 
bids (unless this bidder was already the standing high bidder 
on an item after the bidding of the previous round). If a bidder 
who was required to submit a new bid failed to submit a new 
bid, then (except for provisions in the rules concerning auto-

35 matic waivers) the bidder would be eliminated from the auc-

subject to Q'·'ES'·', for all i= 1, ... , n. 

The process then goes to step 124b-3, in which a computer 
calculates the excess demands Z/ for all types k of items 
(k=1, ... , m) based on the selection Q'·'from S'·' determined 

tion. 
By contrast, some other electronic auctions in the prior 

art-for example, online auctions at eBay-allow bidding to 
occur continuously. Rather than adhering to any rigid round 

40 schedule, bidders may submit bids at any times that they like 
up to a specified closing time. Related to this, there is no sense 
that a bidder is required to bid a certain amount by any 
particular time in order to retain eligibility to bid at a later 
time in the auction. 

in step 124b-2. The excess demand, Z/, for the type k of item 45 
at time t is defined by: 

Many or most electronic auctions for high-valued items 
utilize a discrete round structure, rather than allowing bidding 
to occur continuously. There appear to be several reasons for 
this. First, a discrete round structure has desirable informa­
tion properties. The auction can be easily structured so that 

n 

4 = -Q, + ~ Q~'. 
i=l 

That is, the vector of excess demands is the amount by which 
the sum of the quantity vectors Q'·' (summed over all bidders 
i=1, ... , n) exceeds the vector Q of available quantities. The 
process then continues to step 124b-4, in which a computer 
calculates price increments, 11k', for all types k of items 
(k=1, ... , m) at timet in the clock auction phase. In general, 
the price increments may be any arbitrary function of the state 

50 the results of Round t are disseminated to bidders before the 
bids of Round t+ 1 need to be submitted. Second, a discrete 
round structure is especially conducive to enforcing "activity 
rules," in which a bidder is required to be active (i.e., either be 
the standing high bidder or place a new high bid) on a given 

55 number of items in an earlier round of the auction in order to 
continue to bid on a given number of items in a later round of 
the auction. This forces bidders to effectively disclose to their 
opponents (through their bidding) the values that they attach 

of the auction information. However, in many embodiments 60 

of the inventive system, the price increments are calculated 
from the excess demands. In one preferred embodiment, the 
price increment for each type of item is calculated by taking 

to the items, helping to mitigate the well-known "Winner's 
Curse" present in auctions. Third, a discrete round structure 
requires a bidder to repeatedly affirm, in successive rounds, 
his willingness to pay a given price for an item in the auc­
tion-which may be especially desirable when items such as 
communications licenses may sell for millions or billions of a weighted sum of current excess demands for this item type 

and other nearby item types. For example: 

11k' ~CooZk' +C !o(Zk+l '+Zk-I')+C2o(Zk+2' +Zk_/)+ 
C3o(zk./+Zk-3 ~. 

65 dollars or euros. 
At the same time, the desirable properties of a discrete 

round structure may come at some considerable cost. It will 
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typically be reasonable to hold only something like 8 to 12 
rounds of bidding in a given day. As a result, the auctioneer 
must accept at least one of several problems: 

28 
selling and buying reversed, but it should be clear to anybody 
skilled in the art that the technology can be equally used in 
both situations. 

Here is an example illustrating the usefulness and exact (1) The auction may be required to last a very long time: in 
some North American and European spectrum auctions, 
the bidding extended more than 20 business days. Such 
a lengthy auction may be rather onerous for bidders and 
for the seller. In particular, it may discourage bidder 
participation, causing the seller to forgo substantial rev­
enues. 

5 meaning oflntra-Round Bids. Suppose that, in a clock auc­
tion with an available quantity of 100 units, the ending price 
per unit associated with Round 4 is $1,000,000, and the 
ending price per unit associated with Round 5 is $1,050,000. 
In an auction with discrete bidding rounds, Bidder 1 might 

(2) The bid increment between successive rounds may be 
required to be rather substantial: in some North Ameri­
can and European spectrum auctions, the bid increment 
between successive rounds never was allowed to drop 
below five percent of the previous bid. It can be argued 
that a seller suffers an expected revenue loss that is 
directly proportional to the minimum bid increment, so 
this may cost a seller millions of dollars or euros. 

10 submit a bid quantity of 55 units for Round 4 and a bid 
quantity of30 units for Round 5. If there also exists a Bidder 
2 who submits the same bid quantities, then we would have 
exactly the "undersell" problem described above: an aggre­
gate quantity bid by all bidders of 110 units in Round 4but 

15 only 60 units in Round 5 (with available quantity of 100 
units). 

With an auction system and method with Intra-Round Bid­
ding, the ending price for Round 4 may be taken to be the 
starting price for Round 5, i.e., the starting price for Round 5 

20 is $1,000,000. Here is an example of the bids that Bidder 1 
(3) The starting price may be required to be very near to the 

expected closing price. This may discourage bidder par­
ticipation, as well as potentially eliminating the possi­
bility of bidders getting caught up in the excitement of 
the auction and bidding very high prices (which is one of 
the advantages of conducting a dynamic auction). This 
also runs the risk that the auction will fail: that is, quan- 25 

tities bid at the starting price being less than the available 
quantity at the auction. 

might submit for Auction Round 5: 
53 units at $1,010,000 per unit; 
51 units at $1,020,000 per unit; 
49 units at $1,030,000 per unit; 
45 units at $1,035,000 per unit; 
40 units at $1,040,000 per unit; and 
30 units at $1,045,000 per unit. 
These bids have the following exact meaning: the param­

eters corresponding to price indicate the price at which Bid-
30 der 1 wishes to change his quantity demanded as compared to 

his "previous" (that is, next lower price) bid. Thus, in this 
example: 

Moreover, in a clock auction, problem (2) above, a large bid 
increment, may lead to a heightened risk of"undersell". Con­
sider an auction with an available quantity of 100 units of an 
item, and suppose a bid increment of five percent. It is quite 
plausible that, at a price of $1,000,000 per unit, the aggregate 
quantity bid by all bidders would equal110 units, but at the 
next price of $1,050,000 per unit, the aggregate quantity bid 35 
by all bidders would decline to only 60 units. The auctioneer 
then faces the unattractive alternatives of: selling only 60 
units out of the available quantity of 100 units at a price of 
$1,050,000 each; rationing bidders so that only 100 units, out 

Bidder 1 is willing to purchase 55 units (his previous bid 
from Round 4) at prices of $1,000,001-$1,009,999; 

Bidder 1 is willing to purchase 53 units at prices of$1,010, 
000-$1 ,019,999; 

Bidder 1 is willing to purchase 51 units at prices of$1,020, 
000-$1,029,999; 

of the 110 demanded, are sold at $1,000,000; or restarting the 
auction at $1,000,000. Observe however that the "undersell" 
problem would in all likelihood have been substantially 
avoided, had a much smaller bid increment been possible. 

Bidder 1 is willing to purchase 49 units at prices of$1,030, 
40 000-$1 ,034,999; 

One embodiment of the present invention is a system and 
method for "Intra-Round Bids." A discrete round structure- 45 

Bidder 1 is willing to purchase 45 units at prices of$1,035, 
000-$1 ,039,999; 

Bidder 1 is willing to purchase 40 units at prices of$1,040, 
000-$1,044,999; and 

Bidder 1 is willing to purchase 30 units at prices of$1,045, 
000-$1,050,000. 

If there also exists a Bidder 2 who submits the same bid 

with all of its many advantages-is preserved for a clock 
auction. However, in each round of the clock auction, a "start­
ing price" and "ending price" is established for each type of 
item. Bidders are permitted to submit bids at prices between 
the starting price and the ending price. In a preferred embodi­
ment, a bidder submits a price parameter for group G repre­
senting a percentage of the distance from the starting price 
vector for group G and the ending price vector for group G. 

quantities, then the auctioneer would be able to declare the 
50 auction over at a price between $1,030,000 and $1,034,999, 

with 98 out of the 100 available units sold. The auction 

Bidders have every incentive to utilize Intra-Round Bids, 
and to the extent that bidders utilize them, the seller should be 55 

expected to attain higher auction revenues and to reduce the 
probability of undersell. Thus, a system and method forlntra­
Round Bids improves upon the prior art for auction systems 
and methods, and has immediate practical application for 
dynamic auctions of radio communications spectrum, secu- 60 

rities and other financial products, electric power, etc. 
While the previous and following description of Intra­

Round Bids is framed largely in terms of regular auctions to 
sell (where bidders are buyers), the invention is equally appli­
cable for reverse or procurement auctions to buy (where bid- 65 

ders are sellers). For the sake ofbrevity, this specification will 
not run through the process a second time with the roles of 

revenues are improved, and the undersell problem is greatly 
reduced. 

FIG. 9a is a flow diagram of a subprocess of step 118 of 
FIG. 5. It illustrates an exemplary process by which a particu­
lar bidder i may submit Intra-Round Bids. FIG. 9a begins 
with step 118-1, in which bidder i selects a group, G, of item 
types on which he wishes to place a bid. In various embodi­
ments of the inventive system, the group, G, may be the entire 
set of types k of items (G={1, ... , m} ), or any subset thereof. 
In step 118-2, bidder i selects a price parameter for group G 
representing a percentage of the distance from the starting 
price vector for group G and the ending price vector for group 
G in the current round. For example, in a group containing 
three types of items, if the starting price vector is ( 4.00, 4.50, 
4.75), if the ending price vector is (8.00, 8.50, 8.75), and if a 
bidder enters a price parameter of 25%, this signifies that the 
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bidder is indicating an implied price vector of (5.00, 5.50, 
5.75). In step 118-3, bidder i selects quantities of the item 
types of group G that he would like to take effect as bids at the 
price vector implied by the selected price parameter. In step 
118-4, bidder i expresses whether he wishes to enter more 5 

bids. If so, the process loops back to step 118-1. If not, the 
process continues to step 118-5. In step 118-5, a computer 
determines whether bidder i has submitted at least one bid for 
each group G of item types. If not, the process loops back to 
step 118-1, and optionally a computer prompts bidder ito 10 

submit bids on the groups G of item types on which bidder i 
has not submitted at least one valid bid in the current round. If 
so, the process goes to step 120 of FIG. 5. 

FIG. 9b is a flow diagram of a subprocess of step 122 of 
FIG. 5. It illustrates an exemplary process by which a com- 15 

puter determines whether the dynamic auction phase should 
continue, in a system where bidders are permitted to submit 
In-tra-Round Bids. FIG. 9b begins with step 122b-1, in which 
a group G of item types not yet considered is selected. In step 
122b-2, a computer sorts all bids entered for group Gin the 20 

current round. The sorting is done: first, by bidder ID; second, 
by price parameter in the entered bid (in descending order); 
and third, by time stamp of submission (in descending order). 
In step 122b-3, a computer selects, for each bidder i, the bid, 
QG-', for group G with the highest price parameter (and then 25 

the latest time stamp). In step 122b-4, a computer determines 
whether the aggregate quantity bid for group G is no greater 
than the available quantity, that is, whether: 

30 
than or equal to Jtr (and then with the latest time stamp). In 
step 128-6, a computer determines whether the aggregate 
quantity bid for group G is no greater than the available 
quantity, that is, whether: 

If this inequality is not satisfied, then group G of item types 
has not yet cleared at price parameter Jt" and so r needs to be 
incremented. The process thus goes to step 128-8, where the 
price parameter subscript r is advanced by 1, so that in the next 
iteration of these steps, the computer considers the next price 
parameter, Jtr+l. The process then loops back to step 128-3, 
using the new higher value of Jtr+l and starting over for groups 
G of item types. 

If the inequality of step 128-6 is satisfied, the process 
continues to step 128-7, where it is determined whether all 
groups G of item types have been considered. If not, the 
process loops back to step 128-3. However, if all groups G of 
item types have already been considered, then it has been 
found that all groups G of item types have cleared at price 
parameter Jtr. Thus, the price parameter Jtr implies market­
clearing prices for the dynamic auction phase. The process 
proceeds to calculate the price vector implied by price param­
eter Jtr, to note the quantities bid by all bidders at this price 

30 vector, and to incorporate these computations into an out­
come of the dynamic auction phase. A computer then initiates 
the later phase of the auction and proceeds to step 130 of FIG. 
5. 

If this inequality is not satisfied, then group G of item types 
has not yet cleared, and so the dynamic auction phase should 
continue. The process thus jumps immediately to step 124 of 
FIG. 5. 

If the inequality of step 122b-4 is satisfied, the process then 
goes to step 122b-5, where it is determined whether all groups 

35 Embodiments of the Invention Concerned with the 
Later Phase of the Auction 

Following a determination that the earlier phase of the 
auction should not continue, the process continues by initiat-

40 ing the later phase of the auction. This is illustrated beginning 
at step 106 ofFIG. 4. For preferred embodiments in which the 
earlier phase is a clock auction phase and the later phase is a 
sealed bid auction phase, this is illustrated in greater detail 

G of item types have been considered. If not, the process loops 
back to step 122b-1. However, if all groups G of item types 
have already been considered, then it has been found that all 
groups G of item types have cleared, and so the dynamic 45 

auction phase should not continue. The process proceeds to 
step 128 ofFIG. 5, where the outcome of the dynamic auction 
phase may be generated and a computer initiates the sealed 
bid phase. 

beginning at step 128 of FIG. 5. 
FIG. 10 is a flow diagram of an exemplary subprocess of 

step 132 of FIG. 5. The process of FIG. 10 begins with step 
132a-1, in which a bidder i who has not yet been considered 
is selected. In step 132a-2, a computer recalls the entire set 
~'of bids received from bidder i in the sealed bid phase of the 

FIG. 9c is a flow diagram of a subprocess of step 128 of 
FIG. 5. It illustrates an exemplary process by which a com­
puter determines the outcome of the dynamic auction phase, 
in a system where bidders are permitted to submit Intra­
Round Bids. FIG. 9c begins with step 128-1, in which for all 
bids entered in the current (i.e., final) round of the dynamic 
auction phase, a computer sorts the price parameters from 
smallest to largest, and denotes them Jt1 <n2<. .. <nR. In step 
128-2, a computer initializes the price parameter subscript to 
r= 1, so that in the first iteration of the remaining steps, the 
computer considers the smallest value, Jt1 . In step 128-3, a 
group G of item types not yet considered is selected. In step 
128-4, a computer sorts all bids entered for group G in the 
current round. The sorting is done: first, by bidder ID; second, 
by price parameter in the entered bid (in descending order); 
and third, by time stamp of submission (in descending order). 
In step 128-5, a computer selects, for each bidder i, the bid, 
QG-', for group G with the highest price parameter that is less 

50 auction. Each bid comprises a pair (S', P'), where S' identifies 
a set of items and P' identifies an associated price. In step 
132a-3, it is checked whether each S' c Q and whether each 
P'~O, that is, whether each S' is a subset of the set of all items 
in the auction and whether each P' indicates a nonnegative 

55 associated price, in other words, whether (S', P') is a valid 
package bid. If each S' c Q and if each P'~O, the process goes 
to step 132a-4. In step 132a-4, it is checked whether each Pi 
is consistent with bidder i' s initial eligibility, that is, whether 
P'~E'·0 , where bidder i's initial eligibility, E'·0

, may, for 
60 example, be determined by the level of financial guarantee 

posted by bidder i. If each P' is consistent with bidder i's 
initial eligibility, the process goes to step 132a-5, where the 
entire collection of bidder i's quantity vectors and associated 
price vectors, { (Q'·s, Ps)}, from the earlier phase of the auc-

65 tion are recalled and converted into package bids. Note that 
(Q'·s, Ps) is converted into a package bid (Q'·s, P'·s) by calcu­
lating: 
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. m 
A/,S " is 
p = L. PkQi. 

k=l 

31 32 
Winner Determination Problem 

After applying constraints to the received sealed bids and 
entering only bids that satisfy the constraints, in many pre­
ferred embodiments of the present invention, a computer 
determines the allocation of items and payments of bidders. 
We define a winner determination problem to be a computa­
tional problem of selecting a combination of winning bids 
that optimizes the revenue, subject to the constraint that the 
selected combination of winning bids is feasible. In some 

The difference between ps and P'·s is that P'·s is a scalar-valued 
price-as is required for a package bid-while psis anm-di­
mensional vector. 

The process then goes to step 132a-6, where it is checked 
whether the set ~' of bids received from bidder i in the later 
phase of the auction is consistent with an activity rule applied 
relative to the collection of bidder i's quantity vectors and 
associated price vectors, { (Q'·s, Ps)}, from the earlier phase of 
the auction. One simple embodiment of such an activity rule 

10 
preferred embodiments, a winner determination problem is 
solved on a computer. 

is a monotonicity rule that requires whenever S' from a bid (S', 
P') in the later phase represents the same set of items as Q'·s 
from a bid (Q'·s, P'·s) in the earlier phase, then P'~P'·s. That is, 
each bidder i is permitted to only bid a higher price for each 
package in the later phase than in the earlier phase. A more 20 

complex embodiment of such an activity rule is the relaxed 
revealed-preference activity rule, which checks whether the 

In a standard auction (i.e., an auction to sell), the revenues 
would be maximized in a winner determination problem. In a 
reverse auction (i.e., a procurement auction), the revenues 
would be minimized in a winner determination problem. In an 

15 auction with unique items, the basic feasibility constraint in a 
winner determination problem is the constraint that each item 
can be allocated to at most one bidder. In an auction with one 
or more types of items and an available quantity of each type, 

set ~' of bids received from bidder i in the later phase of the 
auction is consistent with the constraint (RP') that was 
described above. Recall that revealed preference may be 25 

expressed in terms of the price for the entire package. Con­
sider two times sand t (s<t), where sis during the earlier phase 
and tis during the later phase. Suppose the bidder bids for the 
package S at time s and T at time t. The implied price for 
package Tat times can be calculated by writing package Tin 30 

the quantity vector notation Q'·', and calculating: 

m 

the basic feasibility constraint in a winner determination 
problem is the constraint that the sum of the quantity vectors 
associated with the winning bids must not exceed the vector 
of available quantities. The latter constraint subsumes the 
former constraint, since an auction with m unique items can 
be represented as an auction with m types of items, with the 
available quantity being a vector of 1 's. 

FIG. 11 is a flow diagram of an exemplary subprocess of 
step 134 of FIG. 5, for an auction with m types of items. The 
process ofFIG. 11 begins with step 134a-l, in which a bidder 
i who has not yet been considered is selected. In step 134a-2, 
a computer recalls the entire set~' of bids that were received 
from bidder i in the sealed bid phase of the auction and 
entered in step 132 of FIG. 5. If necessary, each bid (S', P') in 
~' is converted into the quantity vector notation, (Q', P'), 
where Q'=(Q/, ... , Qm') and Qk' denotes the quantity of items 

P'(T) = ~ PkQi'. 
k=l 

The relaxed revealed-preference activity rule may be restated 
in terms of the price for the entire package: 

35 of type kin the setS' of items. Meanwhile, P' identifies a price 
for the entire package identified by Q'. The process continues 
to step 134a-3, where the entire collection of bidder i's quan­
tity vectors and associated price vectors, { (Q'·s, Ps)}, from the 
earlier phase of the auction are recalled and converted into 

a[P'(S)-P'(S)]~P'(I)-P'(I), (RRP') 

40 package bids. Recall that (Q'·s, P') is converted into a package 
bid (Q'·s, P'·s) by calculating: 

where, as above, the value a satisfies a~ 1. Relaxing the 
activity rule (a> 1) in the later phase of the auction allows 
bidders a certain amount of flexibility. 45 

If the set~' ofbids received from bidder i in the later phase 
of the auction is consistent with an activity rule applied rela­
tive to the collection of bidder i's quantity vectors and asso­
ciated price vectors from the earlier phase of the auction, the 
process continues to step 132a-7, where the received set~' of 50 

bids is entered as a valid set of package bids in the later phase 
of the auction for bidder i. Optionally, bidder i is sent a 
message confirming to him that the received set~' of bids is 
valid. The process then continues to step 132a-8, where it is 
determined whether all bidders have been considered. If not, 55 

the process loops back to step 132a-l . If all bidders have been 
considered, the process goes to step 134 of FIG. 5. 

If the set~' ofbids received from bidder i in the later phase 
of the auction fails any of the checks at steps 132a-3, 132a-4 
or 132a-6, the process instead goes to step 132a-9, where a 60 

message is outputted that the received set~' ofbids is invalid. 
The received set~' of bids then is not entered as a valid set of 
package bids in the later phase of the auction for bidder i. The 
process then goes to step 132a-8, where it is determined 
whether all bidders have been considered. If not, the process 65 

loops back to step 132a-1. If all bidders have been considered, 
the process goes to step 134 of FIG. 5. 

. m 
A/,S " is 
p = L. PkQi. 

k=l 

The process then continues to step 134a-4, where it is deter­
mined whether all bidders have been considered. If not, the 
process loops back to step 134a-1. If all bidders have been 
considered, the process goes to step 134a-5, where a com­
puter solves a winner determination problem. 

In many preferred embodiments of the present invention, 
all bids for bidderi in the later phase of the auction and all bids 
for bidder i in the earlier phase of the auction are treated as 
mutually exclusive. In that event, and for the case of a stan­
dard auction (i.e., an auction to sell), the winner determina­
tion problem may be stated: 

n 

Maximize ~ pi 
i=l 

subject to: 
At most one winning bid (Q', P') is selected for each bidder 

i =1, ... , n; 

If bidder i is a winning bidder, then P' is the price in his 
winning bid; 
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If bidder i is a losing bidder, then P'=O; and 

n 

~ Q; :;; Q, (the feasibility constraint). 
i=l 

For the case of a reverse auction (i.e., a procurement auction), 
the word "maximize" in the winner determination problem is 
replaced by "minimize". 

In some other preferred embodiments of the present inven­
tion, bidder i's bids are not treated as mutually exclusive. In 
that event, and for the case of a standard auction (i.e., an 
auction to sell), the winner determination problem may be 
stated: 

n Ti 
"\' "\' p-;, Maximize L... L... 
i=l t=l 

subject to: 
Winning bids (Q'\ f>i1), ... , (Q'r', P'r') are selected for 

bidder i; 

If bidder i is a winning bidder, then P" are the prices in his 
winning bids; 

If bidder i is a losing bidder, then P" =0; and 

n Ti 

~ ~ Q~ :;; Q, (the feasibility constraint). 
i=l t=l 

Again, for the case of a reverse auction (i.e., a procurement 
auction), the word "maximize" in the winner determination 
problem is replaced by "minimize". In many preferred 
embodiments in which bidder i's bids are not treated as mutu­
ally exclusive, there are nevertheless constraints on when 
multiple bids from bidder i are taken to be winners. 

After solving a winner determination problem, the process 
continues to step 134a-6, where the allocation of items and 
payments of bidders is determined. In the above preferred 
embodiment in which bids were treated as mutually exclu­
sive, it is determined that the allocation to winning bidder i is 
the items in the package identified by Q' and that the payment 
of winning bidder i is the price P'. No items are assigned to a 
losing bidder and the payment of a losing bidder is zero. In the 
above preferred embodiment in which bids were not treated 
as mutually exclusive, it is determined that the allocation to 
winning bidder i is the items in the package identified by 

Tj . 

~Q" 
t=l 

and that the payment of winning bidder i is the price 

Ti . "\' _, 
L.. p. 
t=l 

34 
No items are assigned to a losing bidder and the payment of a 
losing bidder is zero. After the allocation and payments have 
been determined, the process goes to step 136 of FIG. S, 
where a computer outputs a final message, including the 
allocation of items and payments of bidders. 

Proxy Auction as the Later Phase 
In many preferred embodiments of the present invention, 

the later phase of the hybrid auction is a proxy auction. FIG. 

10 
12 is a high-level depiction of the architecture of an exem­
plary auction system in which bidding is intermediated by 
proxy agents, and in which changes to the instructions of 
proxy agents may be allowed or not allowed, in accordance 
with an embodiment of the present invention. In the exem-

15 plary graphical depiction of FIG. 12, the computer system 
consists of a server and multiple user computers or terminals. 
User 30 (the auctioneer) communicates with server 10 (the 
main auction computer) over a network 40. Users 20a-n (the 
bidders) also communicate with server 10 over a network 40, 

20 but all communications from the respective bidders to the 
auction process are intermediated through the corresponding 
proxy agents SOa-n. The proxy agents SOa-n are subsystems 
of the computer system, and they may physically reside on the 
bidder computers or terminals 20a-n, the server or auction 

25 computer 10, or any other computer. 
In FIG. 12, bidders a-n participate in the auction by enter­

ing flexible bid information or making changes in their flex­
ible bid information at their bidder computers or BT's (20a­
n ). The bidders can enter or change their flexible bid 

30 information at times when the auction system is set to allow 
changes in the flexible bid information of the respective bid­
ders. The actual bidding on behalf of the respective bidders is 
performed by the proxy agents SOa-n acting on behalf of the 
respective bidders. Based on the respective bidder's flexible 

35 bid information, the proxy agent may compute a bid and 
submit it in the auction process by transmitting it via a net­
work interface. Meanwhile, the server 10 or auctioneer com­
puter or AT 30 may receive submitted bids, process submitted 
bids, and update the auction state. This is described in greater 

40 detail elsewhere in this application. The server 10 or auction­
eer computer or AT 30 may also change the setting of the 
auction system so as to allow or to not allow bidders to make 
changes to their flexible bid information. One exemplary way 
in which this may be done is that the server 10 will compute, 

45 according to a predetermined rule, whether flexible bid infor­
mation changes should be allowed and will send out data to 
the proxy agents SOa-n, the bidder computers or BT's 20a-n 
and the auctioneer computer or AT 30 indicating whether 
flexible bid information changes are allowed. The proxy 

50 agents or bidder computers carry out the server's instructions 
on whether flexible bid information changes are allowed. 
Meanwhile, the auctioneer has final authority over whether 
flexible bid information changes are allowed, and can over­
ride the server's determination in this regard, if desired. 

55 The "server" (or auction computer) typically has a central 
role, especially with regard to communications. In some pre­
ferred embodiments, the server also does all of the computa­
tions and stores all of the data. In some embodiments the 
"auctioneer" is a live person who sits down at the auctioneer 

60 terminal, logs in, and makes decisions which affect the con­
duct of the auction. Decisions that the auctioneer makes 
include initialization decisions necessary to initialize an auc­
tion such as setting the size ofbid increments that will be used 
and setting the round schedules. Other decisions include 

65 determining the "final call" and calling the end of the auction 
(both typically based on computations and a recommendation 
by the server). Finally the auctioneer can make decisions in 
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exceptional circumstances such as sending out messages to 
bidders and placing bids on behalf of bidders whose Internet 
connections have failed. Thus aside from the initialization 
decisions and exceptional events, the auctioneer's decisions 
can be no more than merely confirming recommendations of 
other entities. Consequently, in many embodiments, the auc­
tions may be completely automatic, i.e., with no need for 
human intervention by an auctioneer. 

Flow Diagram of Augmented Dynamic Package-Bidding 
10 

Auction Process 
In dynamic package-bidding auction processes in the prior 

art, a bid comprises a package of items and an associated price 
for the package. That is, bidders merely submit bids compris­
ing pairs, (S, P), where S c Q is a subset of the set of all items 
beingauctionedandP is a price at which the bidder is offering 15 

to transact for the subset S. There is no scope for bidders to 
include other information, beyond S and P, in their bids. 
Furthermore, the provisional revenues are computed simply 
by optimizing an objective function comprising the sum of 
the prices in the selected bids, subject to a selection constraint 20 

that the bids are compatible (e.g., at most one bid is selected 
for each item being auctioned). There is no scope for the 
auction computer to include, in the objective function being 
optimized or in the selection constraint being applied, the 
other information that might be explicitly included in bids. 25 

Nor is there scope for the auction computer to include, in the 
objective function being optimized or in the selection con­
straint being applied, bidder-specific attributes that might be 
implicitly included in bids (via the identity of the qualified 
bidder submitting a given bid). 30 

The limitations in the prior art, as summarized in the pre­
vious paragraph, limit the applicability and usefulness of 
dynamic package-bidding auction processes. Conversely, an 
"augmented dynamic package-bidding auction process," in 
which any of the limitations summarized in the previous 
paragraph (or combinations thereof) are eliminated, offers a 35 

myriad of new and useful applications. An augmented 
dynamic package-bidding auction process is thus defined to 
be any dynamic auction in which package bids are allowed, 
which includes one or more of the following features: bidders 
may include other information, beyond a package of items 40 

and an associated price for the package, in their bids; the 
auction computer may include, in the objective function 
being optimized or in the selection constraint being applied, 
the other information that might be explicitly included in 
bids; and the auction computer may include, in the objective 45 

function being optimized or in the selection constraint being 
applied, bidder-specific attributes that might be implicitly 
included in bids (via the identity of the qualified bidder sub­
mitting a given bid). An augmented dynamic package-bid­
ding auction process may yield efficient outcomes, taking the 

50 
other information and bidder-specific attributes into account. 

The following are some examples of the "other informa­
tion" that might explicitly be included in bids, to useful effect: 

36 
The status of the bidder as a minority-owned business or a 

small business 
The status of the bidder as a domestic or foreign firm 
The following are some examples of how the "other infor­

mation" or "bidder-specific information" might be included, 
in the objective function being optimized, to useful effect: 

A higher rating may be assigned to higher-quality items 
being provided 

A higher rating may be assigned to a selection of bids 
which includes at least two provisional winners that are 
minority-owned businesses or small businesses 

A higher rating may be assigned to a selection of bids for 
which at least 50% of each type of good is available for 
delivery within one week 

The following are some examples of how the "other infor­
mation" or "bidder-specific information" might be included, 
in the selection constraint, to useful effect: 

A selection constraint may be applied that at least one-third 
of each type of good be provided by an alternate supplier 
(second -sourcing) 

A selection constraint may be applied requiring that at least 
two provisional winners be minority-owned businesses 
or small businesses 

A selection constraint may be applied requiring that at least 
50% of each type of good be available for delivery 
within one week 

An augmented dynamic package-bidding auction process 
may be implemented on a computer in a system with manda­
tory proxy bidding, according to FIG. 13. 

Flow Diagram of Proxy Auction Phase 
FIG.13 is a flow diagram of the later phase of an auction in 

accordance with an embodiment of the present invention: a 
proxy auction, in which it is mandatory that bidding be inter­
mediated by proxy agents. As such, it provides an illustration 
of step 108 of FIG. 4. The process starts with step 142, in 
which memory locations of a computer are initialized. In one 
preferred embodiment, the appropriate memory locations of 
the auction server are initialized with information such as the 
items in the auction, the auction schedule, the minimum 
opening bids or reserve prices, a list of bidder ID's, a list of 
passwords, a list of constraints on bids, and a list of the bids of 
each bidder from the clock auction phase. These were carried 
forward in step 106 of FIG. 4, for use in the proxy auction 
phase. In step 144, a computer outputs the current auction 
information (if any) available to bidders, possibly including, 
for example, the minimum opening bids or current high bids, 
and whether one or more bidders have been given a "last call" 
for making changes to their flexible bid information. In one 
preferred embodiment, the auction server outputs the auction 
information through its network interface and transmits it via 
the network. The user computers or terminals then receive the 
auction information through their network interfaces and dis­
play the information to bidders and the auctioneer through The terms of payment (e.g., cash-an-delivery versus pay­

ment in 30 days) 
The use to which the auctioned items will be put, in a 

government auction 
The quality of the items being provided, in a procurement 

auction 

55 their user interfaces. In step 146, changes to the flexible bid 
information for given bidders are entered into computer data­
bases or memory, provided that changes are permitted for the 
respective bidders (and provided that the bidders wish to 

The delivery times of the items being provided, in a pro- 60 

make changes to their flexible bid information). This step is 
illustrated in greater detail in FIGS. 14a and 14b. In one 
preferred embodiment, a bidder inputs his (or her) flexible bid curement auction 

The following are some examples of the "bidder-specific 
information" that might implicitly be taken to be included in 
bids of qualified bidders, to useful effect: 

The length of time that the bidder has been in business 
The credit-rating of the bidder 
The location of the bidder 

information through the user interface of the bidder computer 
or terminal, which then (if necessary) outputs the auction 
information through its network interface and transmits it via 

65 the network. The proxy agent corresponding to that bidder (if 
located on another computer) then receives the flexible bid 
information through its network interface for use in the next 
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step. In step 148, the proxy agents compute new bids, based 
on the flexible bid information and the current auction infor­
mation, to submit on behalf of thier respective bidders, and 
the proxy agents submit new bids (if any) in the auction 
process on behalf of their respective bidders. This step is 
illustrated in greater detail in FIGS. 15a and 15b. In many 
preferred embodiments, bids comprise pairs (S,P), where 
S c Q is a subset of the set of all items being auctioned and P 
is a price at which the bidder is offering to transact for the 
subset S. Stated differently, a bid comprises a package of 10 

items and an associated price for the package. As already 
defined above, such a bid comprising a pair, (S, P), is defined 
to be a "package bid." In one preferred embodiment, the 
proxy agents reside on the auction server, so that they can 
submit new package bids without making use of the network. 15 

In a second preferred embodiment, the proxy agents reside on 
the bidder computers or terminals, in which case the bidder 
computers or terminals output the submitted new bids 
through their network interfaces and transmit them via the 
network. The auction server then receives the submitted new 20 

bids through its network interface for use in the next step. In 
step 150, a computer applies constraints, if any, to the new 
bids submitted by the proxy agents, and enters only those bids 
that satisfY said constraints. In one preferred embodiment, the 
constraints are applied at the auction server, although they 25 

may also easily be applied at the bidder computers or termi­
nals, or at other computers. 

In step 152, a computer calculates the provisionally-win­
ning bids and provisional revenues, based on the new bids 
entered and the previous bids that remain "in effect" (i.e., the 30 

previous bids that remain active, or remain subject to being 
selected as winning bids). In one preferred embodiment, the 
previous bids that remain "in effect" include all of the bids of 
each bidder from the clock auction phase. In this preferred 
embodiment, all bids take the form of package bids, all bids 35 

that are entered at any time during the auction remain in effect 
for the duration of the auction, and all bids that are entered on 
behalf of a given bidder are treated as being mutually exclu­
sive. Therefore, in this preferred embodiment, a computer 
(which may be the auction server or some other computer) 40 

calculates a solution to the following problem of optimizing 
bid revenues over compatible bids: 

Find ann-type, { (SvP1), ... , (Sn,Pn)}, of bids, one from 
each bidder i (i=l, ... , n), which maximizes the sum 
P1+ ... +Pm subject to the constraint that the S, are 45 

disjoint subsets of Q. Stated differently, for every 
i (i=l, ... , n) and for every j>'i G=l, ... , n), it is required 
that (S,,P,) be a new or previous bid entered by or on 
behalf of bidder i, (S1,P) be a new or previous bid 
entered by or on behalf of bidder j, and s,ns1=0, i.e. no 50 

item of set S, is a member of the set S)f i >'j. 

In performing the above calculation, the computer may take 
as implicit the existence of a zero bid, i.e. the pair 
(l, 0), associated with each bidder. The calculated n-tuple, 55 

{ (S1 ,P 1), ... , (Sn,Pn)}, ofbids solving the above optimization 
problem is defined to be the provisionally-winning bids; and 
the calculated sumP 1 + ... +P n is defined to be the provisional 
revenues. However, in other preferred embodiments: (a) only 
some of the bids that were previously entered into the auction 60 

remain in effect for subsequent calculations of the provision­
ally-winning bids; (b) not all bids that are entered on behalf of 
a given bidder are treated as being mutually exclusive, so that 
the optimization problem may allow two or more bids by a 
single bidder to be selected; and (c) the auction may be an 65 

auction to buy, a procurement auction or a reverse auction 
(rather than an auction to sell), so that the optimization prob-

38 
!em for calculating provisionally-winning bids may involve 
the minimization of payments associated with selected bids, 
or some other optimization problem, rather than the maximi­
zation problem stated above. Also, in many preferred embodi­
ments, a computer stores the calculated provisionally-win­
ning bids and provisional revenues in memory or on a data 
storage device for future use. In step 154, a computer deter­
mines whether the auction should continue. One exemplary 
way to perform step 154 is for the auction server to compare 
the current provisional revenues with a function of the pro vi­
sional revenues obtained in previous iteration(s) of the loop, 
and to continue the auction if and only if the current pro vi­
sional revenues exceed the function of the provisional rev­
enues obtained in previous iteration(s ). However, this particu­
lar stopping rule is only exemplary, and many other 
embodiments are also possible: for example, the rule applied 
may be different, it may be performed on a different com­
puter, and the computer may only produce a recommendation 
of stopping the auction which is then transmitted to the auc­
tioneer computer or terminal for final approval. 

If the auction should continue, the process goes to step 156, 
where it is determined whether one or more bidders should be 
given a "last call" to change their flexible bid information. 
The auction server recommends a decision on whether bid­
ders should be given a "last call" and transmits this recom­
mendation via the network to the auctioneer computer or 
terminal. The auctioneer computer or terminal then receives 
the recommendation through its network interface and dis­
plays it to the auctioneer through its user interface. The auc­
tioneer either approves or modifies the recommendation 
through the user interface of the auctioneer terminal, which 
then outputs the final decision through its network interface 
and transmits it via the network. The auction server then 
receives the final decision through its network interface for 
use in subsequent steps. The process then goes to step 158, in 
which the state of the auction system and the current auction 
information are updated. In one preferred embodiment, the 
auction server: adds the newly-submitted bids that were 
entered in step 150 to the list of previous bids that remain in 
effect; replaces the previous provisionally-winning bids with 
the provisionally-winning bids that were calculated in the 
most recent execution of step 152; and replaces the previous 
provisional revenues with the provisional revenues that were 
calculated in the most recent execution of step 152. In a 
second preferred embodiment, the auction server additionally 
deletes some of the bids from the list of previous bids that 
remain in effect, in order to reduce the size of the problem that 
the computer will face at the next iteration of step 152. The 
process then loops to step 144. 

If the auction should not continue, the process goes to step 
160, in which a computer outputs a final message, including 
the allocation of items among bidders and the payments of the 
bidders. In one preferred embodiment, the auction server 
recalls its calculation of the provisionally-winning bids at the 
most recent execution of step 152 and outputs this in a final 
message as the determined allocation of items among bidders 
and the payments of the bidders. The auction server outputs 
this final message through its network interface and transmits 
it via the network. The bidder and auctioneer computers or 
terminals then receive the final message through their net­
work interfaces and display the information to bidders and the 
auctioneer through their user interfaces. The process then 
ends. 
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Detail Elements Concerning Bidders Changing Flexible Bid 
Information 

FIG. 14a is a flow diagram illustrating an exemplary pro­
cess by which a bidder may enter flexible bid information into 
a computer database or change existing flexible bid informa­
tion. Thus, FIG. 14a illustrates, in greater detail, step 146 of 
FIG. 13. The flexible bid information of FIG. 14a concerns 
the bidder's valuations for various items in the auction. 

40 
bidder i wishes to change his flexible bid information for a 
valuation of a subset, then the process goes to step 254, in 
which bidder i selects a subset S c Q of the set of all items 
being auctioned. In one preferred embodiment, bidder i enters 
his selection of subset S through the user interface of his 
bidder computer or terminal, which then (if necessary) out­
puts his selection through its network interface and transmits 
it via the network. The proxy agent of bidder i (iflocated on 
another computer) then receives the selection of subset S The process starts with step 202, in which bidder i selects 

a subset S c Q of the set of all items being auctioned. In one 
preferred embodiment, bidder i enters his (or her) selection of 
subsetS through the user interface of his bidder computer or 
terminal, which then (if necessary) outputs his selection 
through its network interface and transmits it via the network. 
The proxy agent of bidder i (iflocated on another computer) 
then receives the selection of subset S through its network 
interface for use in the next step. In step 204, the proxy agent 

10 through its network interface for use in the next step. In step 
256, the proxy agent of bidder i recalls the current valuation, 
v,(S) (if any), currently associated with subset S. In one 
preferred embodiment, the proxy agent of bidder i queries its 
database to obtain the current valuation v,(S), and then (if 

15 necessary) outputs the current valuation v,(S) through its 
network interface and transmits it via the network. The bidder 

of bidder i recalls the current valuation, v,(S) (if any), cur­
rently associated with subsetS. In one preferred embodiment, 
the proxy agent of bidder i queries its database to obtain the 20 

current valuation v,(S), and then (if necessary) outputs the 
current valuation v,(S) through its network interface and 
transmits it via the network. The bidder computer or terminal 
ofbidder i then receives the current valuation v,(S) through its 
network interface (if the proxy agent is located on a different 25 

computer) and displays it on its user interface. In step 206, 
bidder i inputs a new valuation to be associated with subset S 
(or cancels input of a new valuation for subsetS). As before, 
in one preferred embodiment, bidder i enters the new valua­
tion through the user interface of his bidder computer or 30 

terminal, which then (if necessary) outputs the new valuation 
through its network interface and transmits it via the network. 
The proxy agent of bidder i (iflocated on another computer) 
then receives the new valuation through its network interface 
for use in the following steps. In step 208, a computer deter- 35 

mines whether changes to the flexible bid information of 
bidder i are allowed. In one preferred embodiment, the proxy 
agent of bidder i merely refers to a variable located in the 
memory of the same computer on which the proxy agent of 
bidder i resides. If this variable equals one, then changes to 40 

the flexible bid information ofbidder i are allowed; and if this 
variable equals zero, then changes to the flexible bid infor­
mation of bidder i are not allowed. If changes to the flexible 
bid information of bidder i are allowed, the process continues 
with step 210, where the proxy agent of bidder i sets v,(S) 45 

equal to the new valuation that was inputted for subset S in 
step 206. If changes to the flexible bid information are not 
allowed, or following step 210, the process goes to step 212, 

computer or terminal of bidder i then receives the current 
valuation v,(S) through its network interface (if the proxy 
agent is located on a different computer) and displays it on its 
user interface. In step 258, bidder i inputs a new valuation to 
be associated with subsetS (or cancels input of a new valua-
tion for subset S). As before, in one preferred embodiment, 
bidder i enters the new valuation through the user interface of 
his bidder computer or terminal, which then (if necessary) 
outputs the new valuation through its network interface and 
transmits it via the network. The proxy agent of bidder i (if 
located on another computer) then receives the new valuation 
through its network interface for use in the following steps. In 
step 260, a computer determines whether changes to the 
flexible bid information of bidder i are allowed. In one pre­
ferred embodiment, the proxy agent of bidder i merely refers 
to a variable located in the memory of the same computer on 
which the proxy agent of bidder i resides. If this variable 
equals one, then changes to the flexible bid information of 
bidder i are allowed; and if this variable equals zero, then 
changes to the flexible bid information of bidder i are not 
allowed if changes to the flexible bid information of bidder i 
are allowed, the process continues with step 262, where the 
proxy agent of bidder i sets v,(S) equal to the new valuation 
that was inputted for subset S in step 258. If changes to the 
flexible bid information are not allowed, or following step 
262, the process goes to step 272. 

Ifbidder i wishes to change his flexible bid information for 
a budget limit or parameter, then the process goes to step 264, 
in which the proxy agent ofbidder i recalls the current budget 
limit or parameter. In one preferred embodiment, the proxy 
agent of bidder i queries its database to obtain the current 
budget limit or parameter, and then (if necessary) outputs the 
current budget limit or parameter through its network inter-in which it is determined whether bidder i wishes to continue 

changing his flexible bid information. In one preferred 
embodiment, the bidder computer or terminal of bidder i 
displays this as a question through its user interface, bidder i 
responds to this question through its user interface, and bidder 
i's response is transmitted to any other components of the 
system requiring his response through the network. If bidder 
i wishes to continue changing his flexible bid information, the 
process loops back to step 202; otherwise, the process ends. 

50 face and transmits it via the network. The bidder computer or 
terminal of bidder i then receives the current budget limit or 
parameter through its network interface (if the proxy agent is 
located on a different computer) and displays it on its user 
interface. In step 266, bidder i inputs a new budget limit or 

FIG. 14b is a flow diagram illustrating another exemplary 
process by which a bidder may enter flexible bid information 
into a computer database or change his existing flexible bid 
information. Thus, FIG. 14b illustrates, in greater detail, step 
146 of FIG. 13. The flexible bid information ofFIG.14b may 
concern the bidder's valuations for various items in the auc­
tion or may concern a budget limit or parameter. 

The process starts with step 252, in which bidder i indicates 
whether he wishes to change his valuation of a subset, or 
whether he wishes to change his budget limit or parameter. If 

55 parameter (or cancels input of a new budget limit or param­
eter). In one preferred embodiment, bidder i enters the new 
budget limit or parameter through the user interface of his 
bidder computer or terminal, which then (if necessary) out­
puts the new budget limit or parameter through its network 

60 interface and transmits it via the network. The proxy agent of 
bidder i (if located on another computer) then receives the 
new budget limit or parameter through its network interface 
for use in the following steps. In step 268, a computer deter­
mines whether changes to the flexible bid information of 

65 bidder i are allowed. In one preferred embodiment, the proxy 
agent of bidder i merely refers to a variable located in the 
memory of the same computer on which the proxy agent of 
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then determine B,(S).) The process then goes to step 308, in 
which a computer determines whether v,(S)-B,(S)>v,(R)-B, 
(R). In one preferred embodiment, the proxy agent of bidder 
i merely refers to variables v,(R) and v,(S), located in the 
memory of the same computer on which the proxy agent of 
bidder i resides, and performs this determination. Ifv,(S)-B, 
(S)>v,(R)-B,(R), then the process goes to step 310, where a 
computer sets R=S (i.e., subset S replaces subset R as the 
candidate package on which the proxy agent of bidder i is to 

bidder i resides. If this variable equals one, then changes to 
the flexible bid information ofbidder i are allowed; and if this 
variable equals zero, then changes to the flexible bid infor­
mation of bidder i are not allowed. If changes to the flexible 
bid information of bidder i are allowed, the process continues 5 

with step 270, where the proxy agent of bidder i sets the 
budget limit or parameter equal to the new value that was 
inputted in step 266. If changes to the flexible bid information 
are not allowed, or following step 270, the process goes to 
step 272. 10 bid). Ifv,(S)-B,(S)~v,(R)-B,(R), or after step 310, the pro­

cess continues to step 312, in which a computer determines 
whether all subsets S c Q have been considered. If not all 
subsets S c Q have been considered, the process loops back to 

In step 272, it is determined whether bidder i wishes to 
continue changing his flexible bid information. In one pre­
ferred embodiment, the bidder computer or terminal ofbidder 
i displays this as a question through its user interface, bidder step 304. 

If all subsets S c Q have been considered, the process goes 
to step 314, in which a computer determines whether v,(R)­
B,(R)>O, that is, whether bidder i would receive positive 
surplus from a winning bid of (R, B,(R)). If v,(R)-B,(R) is 
determined not to be greater than zero, the process jumps to 

i responds to this question through its user interface, and 15 

bidder i' s response is transmitted to any other components of 
the system requiring his response through the network. If 
bidder i wishes to continue changing his flexible bid infor­
mation, the process loops back to step 252; otherwise, the 
process ends. 20 step 320, in which the proxy agent does not place any new 

bids on behalf ofbidderi, and the process ends. Ifv,(R)-B,(R) 
is determined to be greater than zero, the process continues to 
step 316, in which the proxy agent of bidder i determines 
whether bidder i currently has a provisionally-winning bid on 

Detail Elements Concerning Bid Submission by Proxy 
Agents 

FIG. 15a is a flow diagram illustrating an exemplary pro­
cess by which a proxy agent may submit new bids based on a 
bidder's flexible bid information and the current auction 
information. Thus, FIG. 15a illustrates, in greater detail, step 
148 of FIG. 13. The flexible bid information of FIG. 15a 
concerns the bidder's valuations for various items in the auc­
tion. 

25 some package A at price P,(A). In one preferred embodiment, 
the proxy agent of bidder i merely refers to variables, repre­
senting the current provisionally-winning bids of bidder i, 
located in the memory of the same computer on which the 
proxy agent of bidder i resides, and performs this determina-

The process starts with step 302, in which the proxy agent 
of bidder i selects an arbitrary subset R c Q of the set of all 
items being auctioned. Subset R is treated as the candidate 
package on which bidder i is to bid (until a better subset is 
found). The process goes to step 304, in which the proxy 
agent of bidder i selects a subsetS c Q that has not yet been 
considered. At step 306, the proxy agent recalls the minimum 
bids, B,(R) and B,(S), that bidder i is permitted to place on 
subsets R and S, respectively. In one preferred embodiment, 
the proxy agent of bidder i queries a database as to the values 
of B,(R) and B,(S). (If the proxy agent of bidder i and the 
database containing the values ofB,(R) and B,(S) are located 

30 tion. If bidder i does not currently have a provisionally-win­
ning bid, the process skips to step 322. If bidder i does cur­
rently have a provisionally-winning bid on some package A at 
price P,(A), the process goes to step 318, in which a computer 
determines whether v,(R)-B,(R)>v,(A)-P,(A), that is, 

35 whether bidder i would receive greater positive surplus from 
a winning bid of (R, B,(R)) than from a winning bid of (A, 
P,(A)). If v,(R)-B,(R) is determined not to be greater than 
v,(A)-P,(A), the process continues to step 320, in which the 
proxy agent does not place any new bids on behalf of bidder 

40 i, and the process ends. If v,(R)-B,(R) is determined to be 
greater than v,(A)-P,(A), the process continues to step 322. 

At step 322, the proxy agent submits a new bid on behalf of 
bidder i for package R at price B,(R). In one preferred 
embodiment, the proxy agent of bidder i outputs the bid (R, 

45 B,(R)) through the network interface of the computer on 
which it is located and transmits the submitted bid via the 

on different computers, then this communication occurs 
through the network interfaces of the respective computers 
and via the network.) In another preferred embodiment, the 
proxy agent ofbidder i outputs the query through the network 
interface of the computer on which it is located and transmits 
the query via the network. The auction server then receives 
the query through its network interface (iflocated on another 
computer). The auction server then determines the values of 50 

B,(R) and B,(S) by calculations on data in the state of the 
auction system. The auction server then outputs the values of 
B,(R) and B,(S) through its network interface and transmits 
them via the network (if necessary). The proxy agent of 
bidder i then receives the values ofB,(R) and B,(S) through 55 

the network interface of the computer on which it is located (if 
the proxy agent is located on a different computer), making it 
available for later steps. One exemplary calculation for deter­
mining the values ofB,(R) and B,(S) is for the auction server 
to take the previous high prices bid for RandS and to multiply 60 

each by a positive constant. A second exemplary calculation 
for determining the value ofB,(R) is for the auction server to 
solve the following problem: what is the minimum bid (R, P) 
that could be submitted by bidder i such that, if provisionally­
winning bids were calculated (see step 152 or 164, above) 65 

with the extra bid (R, P) included, then (R, P) would be a 
provisionally-winning bid? (An analogous calculation would 

network. The auction server then receives the submitted bid 
through its network interface (if located on another com­
puter), and utilizes the submitted bid in subsequent steps (for 
example, step 150 or step 162). After step 322, the process 
ends. 

In another embodiment of the present invention, FIG. 15a 
may be modified so that the proxy agent of bidder i submits 
two or more new bids, if bidder i would be indifferent among 
these bids. Step 308 would be expanded so that a computer 
determines whether v,(S)-B,(S)=v,(R)-B,(R). In that event, 
step 310 would maintain both Rand S as candidate packages 
on which the proxy agent of bidder i is to bid, and step 322 
would have the proxy agent submit bids both of (R, B,(R)) and 
(S, B,(S)). 

In other embodiments of the present invention, FIG. 15a is 
easily modified so that the proxy agent of bidder i bids on 
behalf ofbidder i in a reverse auction or procurement auction. 
In one such embodiment, Step 306 is modified so that the 
bids, B,(R) and B,(S), are maximum bids that bidder i is 
permitted to place on subsets RandS, respectively. Step 308 
is modified so that a computer determines whether B,(S)-v, 
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(S)>B,(R)-v,(R), since B,(R) and B,(S) now represent pay­
ments that the bidder is willing to accept, while v,(R) and 
v,(S) now represent costs of the bidder. Step 314 is modified 

44 
parameter, then the process continues to step 360, where a 
computer determines whether v,(S)-B,(S)>v,(R)-B,(R). In 
one preferred embodiment, the proxy agent ofbidder i merely 

so that a computer determines whether B,(R)-v,(R)>O, since 
this now determines whether bidder i would receive positive 5 

surplus from a winningbidof(R, B,(R)). Step 318 is modified 

refers to variables v,(R) and v,(S), located in the memory of 
the same computer on which the proxy agent of bidder i 
resides, and performs this determination. Ifv,(S) -B,(S)~v, 

so that a computer determines whether B,(R)-v,(R)>B,(A)­
v,(A), since this now determines whether bidder i would 
receive greater positive surplus from a winning bid of (R, 
B,(R)) than from a winning bid of (A, P,(A)). 

FIG. 15b is a flow diagram illustrating another exemplary 
process by which a proxy agent may submit new bids based 

(R)-B,(R), then the process skips to step 364. If v,(S)­
B,(S)>v,(R)-B,(R), then the process continues with step 362, 
where a computer sets R=S (i.e., subsetS replaces subsetR as 

10 the candidate package on which the proxy agent ofbidder i is 
to bid), and then proceeds to step 364.At step 364, a computer 
determines whether all subsets S c Q have been considered. 
If not all subsets S c Q have been considered, the process on a bidder's flexible bid information and the current auction 

information. Thus, FIG. 15b illustrates, in greater detail, step 
148 of FIG. 13. The flexible bid information of FIG. 15b 15 

loops back to step 354. 
If all subsets S c Q have been considered, the process goes 

to step 366, in which a computer determines whether v,(R)­
B,(R)>O, that is, whether bidder i would receive positive 
surplus from a winning bid of (R, B,(R)). If v,(R)-B,(R) is 
determined not to be greater than zero, the process jumps to 

concerns the bidder's valuations for various items in the auc­
tion and a budget limit or parameter. 

The process starts with step 352, in which the proxy agent 
of bidder i selects a subset R c Q of the set of all items being 
auctioned such that the minimum bid, B,(R), that bidder i is 
permitted to place on subset R is less than or equal to the 
budget limit or parameter of bidder i. (The proxy agent of 
bidder i recalls the minimum bid for subset R in the same way 
as described in step 306 above. If no subset R exists such that 
the minimum bid, B,(R), is within bidder i's budget limit or 
parameter, then the process jumps all the way to step 372 and 
does not submit any new bid for bidder i.) Subset R is treated 
as the candidate package on which bidder i is to bid (until a 
better subset is found). The process goes to step 354, in which 
the proxy agent of bidder i selects a subset S c Q that has not 
yet been considered. At step 356, the proxy agent recalls the 
minimum bids, B,(R) and B,(S), that bidder i is permitted to 
place on subsets R and S, respectively. In one preferred 
embodiment, the proxy agent ofbidder i queries a database as 
to the values ofB,(R) and B,(S). (If the proxy agent of bidder 
i and the database containing the values ofB,(R) and B,(S) are 
located on different computers, then this communication 
occurs through the network interfaces of the respective com­
puters and via the network.) In another preferred embodi­
ment, the proxy agent of bidder i outputs the query through 
the network interface of the computer on which it is located 
and transmits the query via the network. The auction server 
then receives the query through its network interface (if 
located on another computer). The auction server then deter­
mines the values ofB,(R) and B,(S) by calculations on data in 
the state of the auction system. The auction server then out­
puts the values ofB,(R) and B,(S) through its network inter­
face and transmits them via the network (if necessary). The 
proxy agent of bidder i then receives the values ofB,(R) and 
B,(S) through the network interface of the computer on which 

20 step 372, in which the proxy agent does not place any new 
bids on behalf ofbidderi, and the process ends. Ifv,(R)-B,(R) 
is determined to be greater than zero, the process continues to 
step 368, in which the proxy agent of bidder i determines 
whether bidder i currently has a provisionally-winning bid on 

25 some package A at price P,(A). In one preferred embodiment, 
the proxy agent of bidder i merely refers to variables, repre­
senting the current provisionally-winning bids of bidder i, 
located in the memory of the same computer on which the 
proxy agent of bidder i resides, and performs this determina-

30 tion. If bidder i does not currently have a provisionally-win­
ning bid, the process skips to step 374. If bidder i does cur­
rently have a provisionally-winning bid on some package A at 
price P,(A), the process goes to step 370, in which a computer 
determines whether v,(R)-B,(R)>v,(A)-P,(A), that is, 

35 whether bidder i would receive greater positive surplus from 
a winning bid of (R, B,(R)) than from a winning bid of (A, 
P,(A)). If v,(R)-B,(R) is determined not to be greater than 
v,(A)-P,(A), the process continues to step 372, in which the 
proxy agent does not place any new bids on behalf of bidder 

40 i, and the process ends. If v,(R)-B,(R) is determined to be 
greater than v,(A)-P,(A), the process continues to step 374. 

At step 37 4, the proxy agent submits a new bid on behalf of 
bidder i for package R at price B,(R). In one preferred 
embodiment, the proxy agent of bidder i outputs the bid (R, 

45 B,(R)) through the network interface of the computer on 
which it is located and transmits the submitted bid via the 
network. The auction server then receives the submitted bid 
through its network interface (if located on another com­
puter), and utilizes the submitted bid in subsequent steps (for 

50 example, step 150 or step 162). After step 374, the process 
ends. it is located (if the proxy agent is located on a different 

computer), making it available for later steps. One exemplary 
calculation for determining the values of B,(R) and B,(S) is 
for the auction server to take the previous high prices bid for 
RandS and to multiply each by a positive constant. A second 55 

exemplary calculation for determining the value of B,(R) is 
for the auction server to solve the following problem: what is 
the minimum bid (R, P) that could be submitted by bidder i 
such that, if provisionally-winning bids were calculated (see 
step 152 or 164, above) with the extra bid (R, P) included, then 60 

(R, P) would be a provisionally-winning bid? (An analogous 
calculation would then determine B,(S).) 

In another embodiment of the present invention, FIG. 15b 
may be modified so that the proxy agent of bidder i submits 
two or more new bids, if bidder i would be indifferent among 
these bids. Step 360 would be expanded so that a computer 
determines whether v,(S)-B,(S)=v,(R)-B,(R). In that event, 
step 362 would maintain both RandS as candidate packages 
on which the proxy agent of bidder i is to bid, and step 374 
would have the proxy agent submit bids both of (R, B,(R)) and 
(S, B,(S)). 

Core Outcomes and Bidder-Optimal Core Outcomes 
The process then goes to step 358, in which a computer 

determines whether B,(S) is less than or equal to the budget 
limit or parameter ofbidder i. IfB,(S) is greater than bidder i' s 65 

budget limit or parameter, then the process skips to step 364. 
If B,(S) is less than or equal to bidder i's budget limit or 

It can be shown that outcomes of particular proxy auctions 
are elements of the "core", relative to the submitted bids, and 
Nash equilibrium outcomes of particular proxy auction 
games are "bidder-optimal core outcomes". We begin by 
defining these terms. 
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We define the coalitional game (L,w) that is associated 
with the trading model. The set of players is L={ 0, 1, ... , n}, 
with player 0 being the seller and players 1, ... , n being the 
bidders. 

The set of feasible allocations is X, for example, 

The coalitional value function is defined for coalitions S c L 
as follows: 

if 0 E S, 

if 0$ S. 

In this notation, if bidder i submitted the bid (Q', P') in the 
proxy auction, then v'(Q')=P'. The value of a coalition is the 
maximum total value that the players can create by trading 
among themselves. If the seller is not included in the coali­
tion, that value is zero. 

The core of a game with player set L and coalitional value 
function w(D) is defined as follows: 

Core(L, w) = {": w(L) = ~ n', w(S) :;; ~ n' for all S c L}. 
iEL iES 

Thus, the core is the set of profit allocations that are feasible 
for the coalition of the whole and unblocked by any coalition. 

A payoff vector in the core is bidder optimal if there is no 
other core allocation that all bidders prefer. More precisely, 
let JtE Core (L, w). We say that Jt is bidder optimal in the core 
if there is no JtE Core(L, w) with Jt>'Jt and it'~n' for every 
bidder i=1, ... , m. 

The above definition of the core assumes "transferable 
utility", i.e., bidders have quasilinear utility. In the event that 
utility is non-transferable, we should instead use the non­
transferable-utility (NTU) core. An allocation Q is in the 
NTU core if: (1) it is feasible, (2) it is individually rational for 
each bidder and for the seller, and (3) there exists no coalition 
S and allocation Q feasible for coalition S such that Q is 
strictly preferred to Q for all players i in coalitionS. It can also 
be shown that, in situations where utility is non-transferable, 
outcomes of particular proxy auctions are elements of the 
NTU core, relative to the submitted bids. 

FIG. 16 is a flow diagram of an exemplary subprocess of 
step 134 of FIG. 5, for an auction with m types of items. The 
process ofFIG.16 begins with step 134b-l, in which a bidder 
i who has not yet been considered is selected. In step 134b-2, 
a computer recalls the entire set~' of bids that were received 
from bidder i in the sealed bid phase of the auction and 
entered in step 132 of FIG. 5. If necessary, each bid (S', P') in 
~' is converted into the quantity vector notation, (Q', P'), 
where Q'=(Q/, ... , Qm') and Qk' denotes the quantity of items 
of type kin the setS' of items. Meanwhile, P' identifies a price 
for the entire package identified by Q'. The process continues 
to step 134b-3, where the entire collection of bidder i's quan­
tityvectors and associated price vectors, { (Q'·s, Ps) }, from the 

10 

46 
earlier phase of the auction are recalled and converted into 
package bids. Recall that (Q'·s, P) is converted into a package 
bid (Q'·s, P'·s) by calculating: 

. m 
A/,S " is 
p = L.. PkQi. 

k=l 

The process then continues to step 134b-4, where it is deter­
mined whether all bidders have been considered. If not, the 
process loops back to step 134b-1. 

If all bidders have been considered, the process goes to step 

15 134b-5, where a computer selects a bidder-optimal core out­
come relative to received bids. In one preferred embodiment, 
a computer there selects a bidder-optimal core outcome, rela­
tive to the received bids in the dynamic auction phase and the 
later phase of the auction. In a second preferred embodiment, 

20 a computer there selects a bidder-optimal core outcome, rela­
tive to the received bids in the later phase of the auction only. 
In each of these embodiments, there may be multiple bidder­
optimal core outcomes-in that event, a computer applies a 
tie-breaking rule for determining which bidder-optimal core 

25 outcome to select. 
After selecting a bidder-optimal core outcome relative to 

received bids, the process continues to step 134b-6, where the 
allocation of items and payments of bidders implied by the 
selected bidder-optimal core outcome is determined. After 

30 the allocation and payments have been determined, the pro­
cess goes to step 136 of FIG. 5, where a computer outputs a 
final message, including the allocation of items and payments 
of bidders. 

35 
Auction-Like Optimization Problems and Machine-Gener­
ated Bids 

In the course of this application, a method and apparatus 
for a hybrid auction including an earlier, dynamic auction 
phase, and a later, package auction phase, has been described. 

40 The method and apparatus that have been described allow 
users to participate in various auctions with a level of atten­
tion that varies from continuous, down to the input of infor­
mation into a proxy agent on a single occasion. It should also 
be apparent that the required level of attention by the "auc-

45 tioneer" may vary from continuous to essentially zero-aside 
from setting the rules for initiating the auction. Thus for all 
intents and purposes, once the basic auction description is 
selected and the users input desired information, the auction 
implemented by the invention can be essentially automatic, 

50 i.e., devoid of human interaction. 

Because in the past auctions have generally been consid­
ered to be processes engaged in by persons, the feature of an 
automatic auction may be, by itself, considered relatively 
new. There are, however, many other automatic systems 

55 which interact in a way which is entirely analogous to an 
auction and to which the present invention could be applied. 
Hence, the present invention can be applied to improve the 
efficiency of computers which are used to operate the auto­
matic systems, by economizing on the collection of informa-

60 tiona! inputs needed for the system and to speed the compu­
tational of optimal resource assignments. At the same time, 
many optimization problems encountered in the field of 
operations research have similar mathematical structures to 
the problem of determining the winners of an auction with 

65 package bidding. Hence, the present invention can be applied 
to improve the efficiency of computer systems which are used 
to solve the similar optimization problems, by enabling the 
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computations to be implemented on a system with parallel 
processing or generally by speeding the computation of solu­
tions. 

48 
a2) determining whether the dynamic auction phase of 

the auction should continue, based on received bids; 
a3) outputting auction information; and 
a4) repeating a1 )-a3) if the dynamic auction phase of the 

auction is determined to continue; 
b) changing from the dynamic auction phase to the later 

phase, following a determination not to continue the 
dynamic auction phase; and 

c) implementing the later phase of the auction on said first 
computer, the later phase comprising a package auction, 
said later phase comprising: 
c 1) receiving bids at the first computer from at least one 

bidder using the at least one other computer, said bids 
including at least an indicator of a package of items 
and an associated price for the package; and 

c2) determining an allocation of at least one of the items 
to one of the bidders based on received bids. 

2. A method as recited in claim 1 wherein each bid received 

For example, the air conditioning plant in an office building 
can allocate cool air among individual offices in the building 
via a dynamic auction. Periodically, the central computer of 
the air conditioning system serves the role of the "auction 
computer" in an auction, while computers interfaced with the 
thermostats in each suite of offices serve the role of "bidder 
computers." Each bidder computer is programmed to send 10 

back bids consisting of a desired quantity of cooled air based 
on: the current temperature reading of the thermostat, the 
desired temperature in the office, and the use (if any) to which 
the office is currently being put. In addition, it is desirable for 
the auction-like automatic system to allow package bidding, 15 

in the same way that it is desirable for a conventional auction 
system for geographically-defined spectrum licenses to allow 
package bidding. (Cooling an individual office requires less 
cooled air if the adjacent offices are also being cooled, just as 
the value of a New York-region spectrum license may be 
enhanced by owning a Washington-region spectrum license 

in step a1) is a package bid including at least an indicator of a 
20 package of items and an associated price for the package. 

or a Boston-region spectrum license.) Based on the param­
eters to which it has been progrmed, the central computer 
of the air conditioning system then provides the results of the 
auction in its allocation of cooled air among the bidding 25 

offices. 

3. A method as recited in claim 2 wherein bids are con-
strained by an activity rule in the dynamic auction phase. 

4. A method as recited in claim 3 wherein bids are con­
strained by a revealed-preference activity rule in the dynamic 
auction phase. 

5. A method as recited in claim 1 wherein said step a1) 
includes transmitting a price vector to bidders prior to receiv­
ing said bids. 

6. A method as recited in claim 5 wherein bids are con-

In another context, a communications, transportation or 
energy transmission network faces the technical problem of 
how to allocate its scarce network resources. The optimiza­
tion problem in allocating its network resources (e.g., band­
width, switches, etc.) has a very similar structure to the auc­
tion problem. Moreover, package bidding is again well suited 

30 strained by an activity rule in the dynamic auction phase. 

to the problem, since a network provider attempting to con­
nect point A to point B needs to utilize various networks links 
and switches in combination. Hence, the present invention 35 

can be usefully applied to improving the solution to this 
technical problem. 

7. A method as recited in claim 6 wherein bids are con-
strained by a revealed-preference activity rule in the dynamic 
auction phase. 

8. A method as recited in claim 2 wherein the determining 
in the dynamic auction phase is based on solving a winner 
determination problem. 

9. A method as recited in claim 5 wherein the determining 
in the dynamic auction phase is based on comparing a sum of 
quantity vectors with an available quantity. 

10. A method as recited in claim 2 wherein the receiving in 
the dynamic auction phase includes the receiving of intra­
round bids. 

In another context, computational resources on a distrib­
uted computer system can be allocated via a dynamic auction. 
Whenever a new job requiring a given quantity of CPU time 40 

enters the system, an auction is conducted. Each member of 
the distributed computer system indicates the quantity of 
CPU time which it can make available at a given priority level 

11. A method as recited in claim 5 wherein the receiving in 

45 the dynamic auction phase includes the receiving of intra­
round bids. 

or a given price. In this case, the "auctioneer computer" 
selects and allocates the resources to be applied to the new job 
in accordance with some programmed schedule and hence in 
this fashion provides the results of the auction. 12. A method as recited in claim 1 wherein the later phase 

comprises a sealed bid package auction. 
13. A method as recited in claim 12 wherein the determin-

The several examples described herein are exemplary of 
the invention, whose scope is not limited thereby but rather is 
indicated in the attached claims. 50 ing in the later phase further includes determining a payment 

for each winning bidder. 
The invention claimed is: 
1. A method implemented in a system, said system com­

prising a first computer and at least one other computer which 

14. A method as recited in claim 13 wherein the determined 
allocation of items and payments is a core outcome relative to 
the received bids in the later phase. 

15. A method as recited in claim 13 wherein the determined 
allocation of items and payments is a core outcome relative to 
the received bids in the dynamic auction phase and the later 
phase. 

16. A method as recited in claim 13 wherein the determined 

is located remotely from the first computer and intercon- 55 

nected by a communication system, said method for conduct­
ing an auction of a plurality of items wherein at least the first 
computer receives bids and determines an allocation of at 
least one of the items, the auction including a dynamic auc­
tion phase followed by a later phase, the later phase compris­
ing a package auction, the method comprising: 

60 allocation of items and payments is a bidder-optimal core 
outcome relative to the received bids in the later phase. 

a) implementing the dynamic auction phase on said first 
computer, said dynamic auction phase comprising: 
a 1) receiving bids at the first computer from at least one 

bidder using the at least one other computer, said bids 65 

including at least an indicator of at least one of the 
items; 

17. A method as recited in claim 13 wherein the determined 
allocation of items and payments is a bidder-optimal core 
outcome relative to the received bids in the dynamic auction 
phase and the later phase. 

18.Amethodas recited in claim 12 wherein bids in the later 
phase are constrained by an activity rule. 
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19. A method as recited in claim 12 wherein bids in the later 
phase are constrained by a relaxed revealed-preference activ­
ity rule. 

20. A method as recited in claim 1 wherein the later phase 
comprises a dynamic package auction. 

21. A method as recited in claim 20 wherein the determin­
ing in the later phase further includes determining a payment 
for each winning bidder. 

22. A method as recited in claim 21 wherein the determined 
allocation of items and payments is a core outcome relative to 10 

the received bids in the later phase. 
23. A method as recited in claim 21 wherein the determined 

allocation of items and payments is a core outcome relative to 
the received bids in the dynamic auction phase and the later 
phase. 

24. A method as recited in claim 21 wherein the determined 
allocation of items and payments is a bidder-optimal core 
outcome relative to the received bids in the later phase. 

15 

50 
a2) means for determining whether the dynamic auction 

phase of the auction should continue, based on 
received bids; 

a3) means for outputting auction information; and 
a4) means for repeating al)-a3) if the dynamic auction 

phase of the auction is determined to continue; 
b) means for changing from the dynamic auction phase to 

the later phase, following a determination not to con­
tinue the dynamic auction phase; and 

c) means for implementing the later phase of the auction on 
a computer, the later phase comprising a package auc­
tion, said means for implementing said later phase com­
prising: 
cl) means for receiving bids from at least one bidder, 

said bids including at least an indicator of a package of 
items and an associated price for the package; and 

c2) means for determining an allocation of at least one of 
the items to one of the bidders based on received bids. 

25. A method as recited in claim 21 wherein the determined 
allocation of items and payments is a bidder-optimal core 
outcome relative to the received bids in the dynamic auction 
phase and the later phase. 

20 
39. A system as recited in claim 38 wherein the means for 

receiving bids of al) receives a package bid including at least 
an indicator of a package of items and an associated price for 
the package. 

26. A method as recited in claim 20 wherein bids in the later 
phase are constrained by an activity rule. 

27. A method as recited in claim 20 wherein bids in the later 
phase are constrained by a relaxed revealed-preference activ-

40. A system as recited in claim 39 wherein the means for 

25 
receiving bids includes means to constrain said bids by an 
activity rule. 

ity rule. 
28. A method as recited in claim 12 wherein the later phase 

comprises a proxy auction. 
29. A method as recited in claim 28 wherein bids in the later 

phase are constrained by an activity rule. 

30 

41. A system as recited in claim 40 wherein the means for 
receiving bids includes means to constrain bids by a revealed­
preference activity rule. 

42. A system as recited in claim 38 which further includes 
means for transmitting a price vector to bidders and means for 
enabling the means for receiving bids to receive said bids only 
after said price vector has been transmitted. 30. A method as recited in claim 28 wherein bids in the later 

phase are constrained by a relaxed revealed-preference activ­
ity rule. 

31. A method as recited in claim 20 wherein the later phase 
comprises a proxy auction. 

43. A system as recited in claim 42 which includes means 
35 to constrain bids by an activity rule in the dynamic auction 

phase. 

32. A method as recited in claim 31 wherein bids in the later 
phase are constrained by an activity rule. 

33. A method as recited in claim 31 wherein bids in the later 40 

phase are constrained by a relaxed revealed-preference activ­
ity rule. 

34. A method as recited in claim 12 wherein the determin-
ing in the later phase is based on solving a winner determi-
nation problem. 45 

35. A method as recited in claim 20 wherein the determin-
ing in the later phase is based on solving a winner determi­
nation problem. 

36. A method as recited in claim 28 wherein the determin-
50 

ing in the later phase is based on solving a winner determi­
nation problem. 

44. A system as recited in claim 43 wherein the means to 
constrain bids constrains the bids by a revealed-preference 
activity rule. 

45. A system as recited in claim 39 wherein the means for 
determining of a2) solves a winner determination problem. 

46. A system as recited in claim 42 wherein the means for 
determining of a2) compares a sum of quantity vectors with 
an available quantity. 

47. A system as recited in claim 39 wherein the means for 
receiving bids of al) receives at least intra-round bids. 

48. A system as recited in claim 42 wherein the means for 
receiving bids of al) receives at least intra-round bids. 

49. A system as recited in claim 38 wherein means for 
implementing the later phase comprises means for imple­
menting a sealed bid package auction. 

37. A method as recited in claim 31 wherein the determin­
ing in the later phase is based on solving a winner determi­
nation problem. 

50. A system as recited in claim 49 wherein the means for 
determining of c2) further includes means determining a pay-

55 ment for each winning bidder. 
38. A computer implemented system for conducting an 

auction of a plurality of items wherein at least one computer 
receives bids and determines an allocation of at least one of 
the items, the auction including a dynamic auction phase 
followed by a later phase, the later phase comprising a pack- 60 
age auction, the system comprising: 

a) means for implementing the dynamic auction phase on a 
computer, said means for implementing the dynamic 
auction phase comprising: 
al ) means for receiving bids from at least one bidder, 65 

said bids including at least an indicator of at least one 
of the items; 

51. A system as recited in claim 50 wherein the means for 
determining produces a core outcome relative to the received 
bids of cl). 

52. A system as recited in claim 50 wherein the means for 
determining produces a core outcome relative to the received 
bids of al) and cl ). 

53. A system as recited in claim 50 wherein the means for 
determining produces a bidder-optimal core outcome relative 
to the received bids of c 1 ). 

54. A system as recited in claim 50 wherein the means for 
determining produces a bidder-optimal core outcome relative 
to the received bids of al) and cl ). 
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55. A system as recited in claim 49 which includes means 
to constrain bids received by the means for receiving of c 1) by 
an activity rule. 

56. A system as recited in claim 49 which includes means 
to constrain bids received by the means for receiving of c 1) by 
a relaxed revealed-preference activity rule. 

57. A system as recited in claim 38 wherein the means for 
implementing the later phase implements a dynamic package 
auction. 

58. A system as recited in claim 57 wherein the means for 10 

determining in the later phase further includes means for 
determining a payment for each winning bidder. 

59. A system as recited in claim 58 wherein the means for 
determining an allocation of items and payments determines 
a core outcome relative to the received bids in the later phase. 15 

60. A system as recited in claim 58 wherein the means for 
determining an allocation of items and payments determines 
a core outcome relative to the received bids in the dynamic 
auction phase and the later phase. 

61. A system as recited in claim 58 wherein the means for 20 

determining an allocation of items and payments determines 
a bidder-optimal core outcome relative to the received bids in 
the later phase. 

62. A system as recited in claim 58 wherein the means for 
determining an allocation of items and payments determines 25 

a bidder-optimal core outcome relative to the received bids in 
the dynamic auction phase and the later phase. 

63. A system as recited in claim 57 which further includes 
means for constraining bids in the later phase by an activity 
rule. 30 

64. A system as recited in claim 57 which further includes 
means for constraining bids in the later phase by a relaxed 
revealed-preference activity rule. 

65. A system as recited in claim 49 wherein the means for 
35 

implementing the later phase implements a proxy auction. 
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75. A computer system for determining an allocation of 

items and payments among a plurality of bidders wherein 
bids are received at the system and the allocation of the items 
and the payments are determined by the system based on the 
received bids, comprising: 

means for receiving bids, including package bids for at 
least two of the items, and 

means for processing the received bids to determine an 
outcome including an allocation of the items among the 
bidders and payments associated with the bidders, 
wherein the determined outcome is a core outcome with 
respect to the received bids, said core outcome having an 
implied profit allocation that is feasible for the coalition 
of the whole and unblocked by any coalition. 

76. A system as recited in claim 75 wherein the determined 
outcome is a bidder-optimal core outcome with respect to the 
received bids. 

77. A method for determining an allocation of items and 
payments among a plurality of bidders, said method imple­
mented in a system comprising a first computer and at least 
one other computer which is located remotely from the first 
computer and interconnected by a communication system, 
wherein bids are received using the at least one other com­
puter and the allocation of the items and the payments are 
determined by the first computer based on the received bids, 
comprising: 

receiving bids, including package bids for at least two of 
the items, using the at least one other computer, 

communicating the received bids to the first computer, and 
processing the received bids using the first computer to 

determine an outcome including an allocation of the 
items among the bidders and payments associated with 
the bidders, wherein the determined outcome is a core 
outcome with respect to the received bids, said core 
outcome having an implied profit allocation that is fea­
sible for the coalition of the whole and unblocked by any 
coalition. 

78. A method as recited in claim 77 wherein the determined 

66. A system as recited in claim 65 which further includes 
means for constraining bids in the later phase by an activity 
rule. 

67. A system as recited in claim 65 which further includes 
means for constraining bids in the later phase by a relaxed 
revealed-preference activity rule. 

outcome is a bidder-optimal core outcome with respect to the 
40 received bids. 

79. A computer readable medium storing a sequence of 
instructions which, when executed by a computer system 
implements a program for determining an allocation of items 
and payments among a plurality of bidders wherein bids are 

68. A system as recited in claim 57 wherein the dynamic 
package auction implemented by the means for implementing 
the later phase comprises a proxy auction. 

69. A system as recited in claim 68 which further includes 
means for constraining bids in the later phase by an activity 
rule. 

45 received at the computer system and the allocation of the 
items and the payments are determined by the system based 
on the received bids, comprising: 

70. A system as recited in claim 68 which further includes 
means for constraining bids in the later phase by a relaxed 50 

revealed-preference activity rule. 
71. A system as recited in claim 49 wherein the means for 

determining of c2) solves a winner determination problem. 
72. A system as recited in claim 57 wherein the means for 

determining of c2) solves a winner determination problem. 
73. A system as recited in claim 65 wherein the means for 

determining of c2) solves a winner determination problem. 
74. A system as recited in claim 68 wherein the means for 

determining of c2) solves a winner determination problem. 
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receiving bids, including package bids for at least two of 
the items, and 

processing the received bids to determine a core outcome 
with respect to the received bids, said core outcome 
including an allocation of the items among the bidders 
and payments associated with the bidders, whose 
implied profit outcome is feasible for the coalition of the 
whole and unblocked by any coalition. 

80. A computer readable medium as recited in claim 79 
wherein the determined outcome is a bidder-optimal core 
outcome with respect to the received bids. 

* * * * * 


